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requires estimating many parameters.
This can be challenging.
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Quantification example 1: Deuterium labeling

In the presence of deuterium, cell division copies DNA strands 
into labeled DNA strands: U -> U + L and L -> L + L

In its absence U -> U + U and L -> L + U
DNA strands can only disappear by cell death
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Healthy human volunteers: one individual (a)
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Results from 5 human volunteers

Expected life spans
Naive CD4+ T cells: 2300 days (6.2 years)
Naive CD8+ T cells: 3300 days (9.1 years)

Memory CD4+ T cells: 160 days (0.45 years)
Memory CD8+ T cells: 120 days (0.33 years)

Compartments:
Fitting the naive T cell data typically requires only one 

compartment: no evidence for short-lived RTE
Memory data do require 2 compartments: heterogeneity

Similar results for mice but 50-fold faster

4Borghans, Vrisekoop, Den Braber, Mugwagwa, Tesselaar, Miedema



Quantification 2: killing rates of CTL:
2PM movie of Ag pulsed B cells being killed by CTL
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B cell (target cell): purple, CTL: green, death B cell: white
From: Mempel et al. Immunity 2006



Adoptive transfer experiments: Barber et al JI03

Very rapid killing of target cells

51Cr release assay

Chromium release assays were performed as previously described (5).

In vitro killing by caspase detection

Caspase-based killing assays were preformed as previously described (7) using
Cytoxilux kits (OncoImmunin, Gaithersburg, MD). Percent killing was calcu-
lated for the PKH26! target cells as: [(% peptide pulsed caspase! " % un-
pulsed caspase!)/(100 " % unpulsed caspase!)] # 100.

Results and Discussion
Kinetics and mechanism of target cell destruction by effector CD8 T cells
in vivo

We first examined killing in vivo by both NP396- and GP276-
specific effector CD8 T cells by transferring targets into mice 8
days after acute LCMV infection. At this time point, NP396-
specific T cells represented $14% of total splenic CD8 T cells,
and GP276 specific T cells represented $6% (data not shown).
After transfer of targets, 75% of the NP396 pulsed targets and
47% of the GP276 pulsed targets were eliminated in only 15
min, and most of the targets were killed within 1 h (Fig. 1A).
Rapid killing of target cells was also detected in the liver and the
lung (Fig. 1A). This indicates that the peptide-pulsed target
cells were not selectively sequestered in the periphery.

To confirm our flow cytometric analysis of in vivo cytotox-
icity, we also examined in vivo killing histologically. In these
experiments, target cells were labeled with CFSE and then ei-
ther pulsed with NP396 peptide or left unpulsed. As expected,
uncoated targets were detectable in the spleens of day 8 mice. In
contrast, NP396-pulsed targets were not detected in day 8 mice
(Fig. 1B). However, under higher magnification we could ob-
serve rare cells displaying dim, punctate CFSE staining (Fig.
1B). Very similar staining in dendritic cells that have engulfed
dying cells has also been reported (8). Therefore, this punctate
fluorescence may be engulfed dying target cells. In contrast, un-
coated targets appeared healthy and had normal morphology.

This confirms our flow cytometric determinations, and taken
together these data demonstrate that this assay allows us to mea-
sure peptide-specific cytotoxic activity in vivo. Furthermore, it
indicates that killing can occur in vivo in %15 min.

We next investigated the mechanism of CD8 T cell killing in
vivo. To test the role of Fas, we prepared target cells from !/!
mice or lpr mice. We found no difference in the killing of !/!
and lpr targets 8 days postinfection, indicating that LCMV-spe-
cific CD8 T cells do not require Fas/Fas ligand engagement to
rapidly kill in vivo (Fig. 1C). We also examined the role of
TNF-! by offering !/! or p55"/"p75"/" targets to normal
mice. There was no difference in the ability of LCMV-specific
CD8 T cells to kill !/! or p55"/"p75"/" targets 8 days
postinfection, indicating that TNFR signals were not required
(Fig. 1C). To investigate the contribution of the perforin path-
way, we infected pfn"/" or !/! mice with LCMV-Armstrong
and determined the level of in vivo killing 8 days postinfection.
Perforin"/" mice were severely compromised in their ability to
kill peptide-coated targets (Fig. 1D). This was not due to a dif-
ference in the number of NP396- and GP276-specific T cells,
because both groups contained similar numbers of Ag-specific
T cells (data not shown). The low level killing detected in the
absence of perforin presumably represents the collective contri-
bution of perforin-independent killing mechanisms and may be
TNFR or Fas dependent as has been previously observed (1).
However, in such a case, our data indicate that the small role of
Fas- and TNFR-mediated killing are masked in the presence of
perforin-mediated killing. Therefore, in vivo killing by LCMV-
specific CD8 T cells was largely mediated by the perforin-de-
pendent granule exocytosis pathway. This is in contrast to an-
other report concluding that LCMV-specific CD8 T cells do
not require perforin to kill in in vivo CTL assays (9), but it is
consistent with the observation that perforin-deficient animals
cannot control LCMV (1, 2).

FIGURE 1. Kinetics and mechanism of effector CD8 T cell killing in vivo. A, Target cells were transferred into mice 8 days post-LCMV infection or into
uninfected mice. Histograms are gated on PKH26! target cells in the spleen, liver, or lung. Numbers represent the percentage of target cells killed. B, NP396-pulsed
or unpulsed CFSE-labeled targets were transferred into day 8 mice. Spleens were harvested 2 h later, and sections were analyzed for CFSE fluorescence. C, Wild-type
(wt), lpr, or TNFR"/" targets were transferred into day 8 mice, and percent killing determined at 4 h. D, Target cells were transferred into wild-type or pfn"/" mice
8 days postinfection.

28 CUTTING EDGE: IN VIVO KILLING BY MEMORY CTL

Memory CD8 T cells are potent killers in vivo

After the peak of the CD8 T cell response at day 8, there is a
contraction phase where !90–95% of the Ag-specific cells die
by apoptosis, and then a stable number of memory cells persists
for the life of the animal (Fig. 2A and Refs. 10 and 11). We next
measured the kinetics of memory CD8 T cell killing in vivo by
transferring target cells into LCMV-immune mice. Strikingly,
memory CD8 T cells displayed very rapid cytolytic activity in
vivo. Killing first became detectable in !1 h (Fig. 2B). At 4 h
post-transfer of targets, 89% of the NP396-coated targets and
49% of the GP276-coated targets were killed. We also exam-
ined cytolytic activity in peripheral tissues. There were 10- to
20-fold fewer control target cells in the liver and lung than in
the spleen (data not shown), and the peptide-pulsed target cells
that trafficked into these tissues were also eliminated (Fig. 2C).

We next measured the cytolytic activity of memory cells at
late time points postinfection. The ability to rapidly eliminate
target cells in vivo was remarkably stable over time (Fig. 2D).
Furthermore, lytic activity was stable despite other phenotypic
changes. Between days 30 and 198, although the in vivo lytic
activity did not change, the percentage of CD62L-expressing
cells increased from 15% to 78% of the NP396-specific mem-
ory CD8 T cells (Fig. 2D). Memory CD8 T cells undergo a
gradual differentiation process during which effector memory
(TEM) cells convert to central memory (TCM) cells (4, 5). These
data indicate that even though the memory pool converts from
predominantly CD62Llow TEM at day 30 to mostly CD62Lhigh

TCM at day 198, the ability to rapidly acquire cytotoxic activity

in vivo remains relatively constant during this TEM to TCM dif-
ferentiation (Fig. 2D). Importantly, LCMV-Armstrong is
cleared within 8 days (12), and memory CD8 T cells in Arm-
strong immune mice after day 30 display a resting phenotype,
CD69low and CD25low (data not shown). Thus, upon re-expo-
sure to Ag, resting memory CD8 T cells can very rapidly acquire
lytic activity and kill target cells in vivo.

To compare directly the lytic activity of TCM and TEM cells,
we measured in vivo killing by normalized numbers of
CD62Lhigh and CD62Llow memory CD8 T cells. We adop-
tively transferred equal numbers of either CD62Lhigh or
CD62Llow GP33-specific transgenic memory CD8 T cells (P14
T cells) into naive mice and allowed them to equilibrate for 2 h.
An equal number of target cells was then transferred, creating an
in vivo E:T ratio of 1. At 4 h post-transfer of targets, CD62Lhigh

memory cells had killed 63% of the targets and CD62Llow

memory cells had killed 37% (Fig. 2E). We verified that equal
numbers of T cells were transferred by staining with class I tet-
ramers at the end of the assay. These data indicate that both
memory T cell subsets can kill in vivo, and when compared on
a per cell basis TCM are equally efficient, if not slightly more
efficient killers than TEM cells.

However, it is unclear from these experiments how the lytic
activity of memory CD8 T cells directly compares with that of
day 8 effector CD8 T cells, because there are 10- to 20-fold
more Ag-specific T cells present in day 8 mice than in immune
mice (Fig. 2A). By comparing the number of Ag-specific T cells
and the number of unpulsed targets, we were able to calculate

FIGURE 2. Resting memory CD8 T cells display rapid cytolytic activity in vivo. A, NP396- and GP276-specific CD8 T cells were enumerated with class I
tetramers at different days postinfection. B and C, Memory CD8 T cell cytotoxicity was measured in the spleen (B) of day 45 mice at the indicated time points and
in the liver and lung of day 37 mice (C) 4 h post-transfer of targets. Histograms are gated on PKH26" target cells. Numbers represent the percentage of target cells
killed. D, NP396-specific in vivo killing in the spleen (top) and CD62L expression (bottom) on NP396-specific memory cells from the blood of the same animal 1
day before the killing experiment was performed. In vivo E:T ratios were as follows for NP396 and GP276, respectively: spleen, 2:1 and 0.5:1; liver, 10:1 and 2.5:1;
lung, 35:1 and 9:1. E, A total of 1.5 # 106 CD62Lhigh (97% pure) or CD62Llow (98% pure) memory CD8 T cells purified from the spleens of day 70 mice were
transferred into naive recipients. Two hours later, 1.5 # 106 GP33-pulsed target cells were transferred into T cell recipients, and spleens were harvested 4 h later.
CD62L and tetramer stains shown pre- and posttransfer are gated on CD8" cells, and target cells shown are from the same spleen. Numbers next to gated events
indicate the percentage of CD8 T cells that are tetramer". Numbers next to target cell histograms indicate the percent killed.

29The Journal of Immunology

•tranfer peptide pulsed splenocytes into mice (GP276 & NP396)
•at peak of LCMV response (d8) or in memory phase (d45)
•compare numbers of pulsed and unpulsed cells in spleen

Numbers give percentage 
target cells killed

high E:T ratio
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Fitting various models to the data
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Modeling the Barber et al data

Ganusov & De Boer J Virol 087

Antia, Regoes, 
Yates, Barber, 
Graw, Ganusov, 

De Boer



Modeling more Barber et al data

Ganusov, Barber & De Boer, in prep 

(Figure 3A) or the average number (Figure 3B) of epitope-specific CD8+ T cells in the mouse

spleen revealed a strong correlation between these two quantities. Surprisingly, the slope of the

log− log correlation was not significantly different from one, suggesting that the death rate of

peptide-pulsed targets is simply proportional to the frequency or the total number of epitope-

specific CD8+ T cells, i.e., K = kE1. Such a linear dependence of the death rate of targets on

the CD8+ T cell density was further confirmed by plotting the death rate of pulsed targets K

normalized by the frequency or the number of epitope-specific CD8+ T cells in the spleen E,

k = K/E (Figure 4). This constant level of the per capita killing efficacy of CD8+ T cells k was

observed over a 102 fold changes in the frequency (or almost 103 fold change in the number) of

epitope-specific CD8+ T cells. These results suggest that killing of targets, pulsed with LCMV

peptides, by LCMV-specific CD8+ T cells conforms the law of mass-action whereby the death

rate of targets is simply proportional to the frequency (or the number) of epitope-specific CD8+

T cells.
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Figure 3: The estimated death rate of peptide-pulsed targets due to killing by epitope-specific CD8+

T cells is proportional to the average percent (panel A) or average number (panel B) of epitope-specific
CD8+ T cells in the spleen. Estimates are given for targets pulsed with NP396 (•), GP276 (!), or
GP33 (") peptides from LCMV. Filled symbols are for killing by effector CD8+ T cells, and open
symbols are for killing by memory CD8+ T cells. Lines show the linear regression for the log− log
transformed estimates of the death rate and density of CD8+ T cells. Slopes for the regressions are
not statistically different from one (panel A: slope=1.13, p = 0.30; panel B: slope=0.98, p = 0.80).

4 Discussion

Recent interest in T cell based vaccines against several chronic infections of humans requires

the development of experimental and theoretical tools to access the efficacy of such vaccines

9

Killing seems to follow a mass action term
differences between epitopes seems small

One CTL kills KT/E=1-5 target cells per day.
Careful: cells may die during later experiment steps

8



Quantification example 3 (most challenging): 
Contact times between specific T cells and DC

Henrickson et al. Nat. Imm (2008) 9

Green: Ag specific CD8 T cells, Blue control  cells, and Red DC



Observed contact times increase from phase 1 to 2

Data from Henrickson et al. 
Nat Imm 2004

Movies typically last one hour which is shorter 
than many of the contacts in phase 2:

Difficult to estimate true contact times
10

3,133 cognate pMHC complexes (95% CI, 2,434–3,838 complexes),
whereas C-peptide–pulsed DCs retained, on average, 127 pMHC
complexes (95% CI, 76–195 complexes). By 6 h later, these numbers
decreased to 1,568 and 22 pMHC complexes per DC, respectively
(95% CI, 1,120–2,055 complexes for M-peptide and 11–39 complexes
for C-peptide; Table 1). With our DC transfer protocol, about
300 DCs reached the draining popliteal lymph node by 18 h
(data not shown). Thus, P14 cells encountered a maximum total
number of 3.8 ! 104 cognate pMHC complexes in the lymph nodes
of C-peptide-pulsed DC recipients. This was sufficient to induce
activation of P14 cells but yielded prolonged phase one inter-
actions. In contrast, T cells entering lymph nodes containing
M-peptide-pulsed DCs encountered a maximum of 9.4! 105 cognate
pMHC complexes and transitioned rapidly to stable phase two–
like interactions.

Effect of peptide dose on T cell activation
To delineate the relationship between peptide dose and T cell activa-
tion dynamics, we examined the effects of DCs pulsed with various
concentrations of C-peptide and M-peptide on T cell proliferation and
activation marker expression. In vitro experiments in which we
exposed T cells to immature DCs showed that maximum proliferation

of P14 T cells exposed to M-peptide-pulsed DCs required 1.8% of the
concentration required when using C-peptide (Supplementary Fig. 2a
online); these findings paralleled the known difference between these
peptides in MHC affinity27. In vivo assays with T cells injected into
mice 18 h after footpad injection of peptide-pulsed DCs identified a
difference of 30,000-fold in apparent peptide antigenicity; the mini-
mum peptide concentration at which pulsed DCs induced near-
maximum T cell proliferation was 200 pM for M-peptide and 6 mM
for C-peptide (Fig. 3a). We found rapid upregulation of the activation
marker CD69 (Supplementary Fig. 2c) and in vivo cytotoxicity
(Fig. 3b) whether DCs were pulsed with 10 mM or 200 pM M-
peptide. Notably, a further twofold dilution of M-peptide to 100 pM
rendered DCs incapable of inducing T cell proliferation or full ex-
pression of activation markers (Fig. 3a and Supplementary Fig. 2b,c).
P14 T cells were completely unresponsive to DCs that had been pulsed
with 10 mM control peptide (SIINFEKL), which indicated that the
peptide effects required recognition of cognate antigen.
Having determined concentrations of M-peptide at which pulsed

DCs induced maximum proliferation (200 pM) or no proliferation
(100 pM), we investigated the effect of those and higher doses on
T cell–DC interaction dynamics in vivo (Fig. 4). DCs that had been
pulsed with 100 pM M-peptide did not promote long-lasting T cell

Figure 3 Peptide dose dependence of T cell
activation. (a) T cell proliferation after CD11c+

DCs pulsed with M-peptide or C-peptide
(concentration, horizontal axis, and as labeled
for M-peptide) or with 10 mM control peptide
(SIINFEKL) were injected into footpads of
CD45.1+ recipient mice, then CFSE-labeled
CD45.2+ P14 T cells were injected 18 h later;
after 48 h, CFSE dilution was measured in
single-cell suspensions of popliteal lymph
nodes. *, P o 0.0005; **, P o 0.0001;
***, P o 0.016 (two-tailed Student’s t-test).
Data (mean ± s.d.) are pooled from three
independent experiments with two to six mice per concentration. (b) Cytotoxicity of P14 T cells stimulated in vivo. Purified DCs were pulsed with 10 mM or
200 pM M-peptide or 10 mM control peptide and injected into the footpads of recipient mice; 5 ! 106 P14 T cells were injected intravenously 18 h later
and, after an additional 48 h, two polyclonal B cell populations (one pulsed with 10 mM M-peptide and labeled with 2 mM CFSE; the other labeled with
0.1 mM CFSE), mixed at a ratio of 1:1, were injected intravenously; 6 h later, the ratio of CFSEhi B cells to CFSElo B cells was assessed in the popliteal
lymph node. Numbers above bracketed lines indicate percent CFSEhi B cells (right) or CFSElo B cells (left). Data are pooled from two independent
experiments with four to five mice per group.
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Figure 4 Dose-dependent effects of C-peptide and M-peptide on T cell–DC interaction dynamics in vivo. MP-IVM
analysis of interactions of fluorescent P14 T cells with DCs pulsed with various concentrations of C-peptide or
M-peptide in popliteal lymph nodes at various times after T cell injection; durations of individual T cell–DC contacts
were analyzed in reconstructed three-dimensional movies. (a) Effect of the pulsing concentration of M-peptide on
T cell–DC contact duration; the median duration of all contacts in individual 60-minute recordings was determined
for one to four mice per time point. Data are the mean ± s.e.m. of 19 experiments. (b) Effect of the pulsing
concentration of C-peptide on T cell–DC contact durations. Data are the mean ± s.e.m. of six experiments with one
to three mice per time point per dose. Gray horizontal lines (a,b) separate phase-one interactions (o30 min) from
phase-two interactions (430 min). (c–e) Cumulative dissociation curves of P14 T cells after contact with DCs pulsed
with various concentrations of M-peptide or C-peptide, for recordings obtained 2–4 h (c), 4–6 h (d) or 6–8 h (e) after
T cell injection. Data are representative of 10–11 experiments with two to three (c,e) or two to four (d) mice per dose.
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From observed to true contact times: 
complicated problem

11



True distribution g(x) gives expected f..(w),
 where x is the true and w the observed contact time. 

T is imaging time and δ the rate of leaving the area
δ is an average that is not expected to hold for cells 

that just entered the field 

Assume a true contact distribution to predict 
the observed event distributions

12
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foo(w) = e−δw(T − w)g(w)

fot(w) = fto(w) = e−δw

∫ ∞

x=w
g(x)dx ,

ftt(T ) = e−δT

∫ ∞

x=T
(x− T )g(x)dx

Compute probabilities to observe each event

13

would be able to monitor all occurring interactions between
cells, and plot the ensuing distribution of contact times. The
end result of this thought experiment would approach what
we will refer to as the “true distribution”, which is the
hypothetical frequency distribution of contact times consid-
ering that circumstances are constant over time. Although in
reality circumstances might change continuously, considering
a constant true distribution of contact times is required to be
able to do a quantitative analysis (see also the Discussion).
The goal of this paper is to make an estimate of the true
distribution from a set of observed interactions. To do this, the
contact durations of all conjugates are considered to be
independent of each other, which seems reasonable given the
generally low density of fluorescently labeled cells in imaging
experiments. The probability distribution of contact durations
(i.e., the true distribution), which is taken to be constant with
time, is denoted by g(x). Here, x is the true duration of an
interaction (for instance in hours), and g(x) gives the rela-
tive frequency of occurrence of new contacts of duration x (i.e.,

g(x) is a probability density function, and
R1

x=0
g xð Þ dx = 1).

The total number of new contacts per hour is given by
R1

x=0
Ng xð Þ dx = N, where N is the rate of new contact

formation (contacts initiated per hour). If required, N could
additionally be scaled to represent the rate of new contacts per
volume (contacts initiated per hour and per mm3).

2.2. Limited time window of imaging

What happens when imaging allows us to only see
contacts within a limited time window, for instance 1 h
(assuming that we are able to image an infinitely large
space)? In that case, the initiation of newly formed conjugates
could or could not be observed; the same is true for the
termination of contacts. Therefore, four event types can occur
(Fig. 1a): initiation and termination observed (oo); initiation
observed but termination not because imaging ended (ot);
termination observed but initiation not because imaging had
not yet started (to); and contact present during entire
imaging period (tt). The abbreviation codes in brackets

consist of two letters, where o stands for “observed” and t
means “not observed due to limited time window”. The first
letter concerns the initiation of the event, and the second its
termination. Technically speaking, a limited time window
leads to data that are both left- and right-censored, i.e., the
value of an observation is only partially known. Further, the
data are left-truncated, because when a contact is initiated
before imaging, it could be that its termination also occurs
before we start observing. As a consequence, the conjugate
would be “missed” entirely, and this happens more often for
small contact times than for large contact times. Hence, a
limited time window results in a bias in favour of observing
long-lasting interactions.

Our final goal is to attempt to use the observed events to
reconstruct the underlying true distribution. To be able to
solve this problem, we first need to know how the time
interval that we actually observe each event (referred to asw)
during the imaging period depends on the true interaction
time period x. For instance, a contact that was initiated 1 h
before imaging and that was terminated half an hour after we
started imaging (i.e., we would observe it as a to event), has a
true contact time of x=1.5 h, and an observed contact time of
w=0.5 h. Note that w is always between 0 and T (where T is
the length of the time window of observation, which is
typically 1 h), because observation time can never exceed the
imaging period, whereas the true contact time x can vary
from 0 to infinity.

For events of type oo (initiation and termination observed)
the relationship between x and w is straightforward: the
observation time w is equal to the true contact time x. To
observe both the beginning and the end of an interaction, it
should fall completely within our window of observation. For
instance, when considering a 1-hour observation period, a 45-
minute contact (duration x=0.75) should start somewhere
during the first 15 min (between time 0 and 0.25), otherwise
its terminationwould not be observed (Fig. 1b). The longer an
interaction truly takes, the smaller the probability of obser-
ving its beginning and end (i.e., this is proportional to T−x).
The expected distribution of these “completely” observed
events, referred to as foo(w), therefore becomes (T−w)g(w)
(Fig. 2b).

Fig. 1. Relation between contact duration and type of observed event when imaging is time-limited. (a) Cartoon of possible event types for contacts between Tcells
(red) and DCs (green). Abbreviation codes for these event types are oo, ot, to, or tt (see further explanation in text). (b, c) The event type that is observed depends
on the time at which the contact truly started (horizontal axis) relative to the imaging period, which lasts from 0 to T hours. The possible event types also depend
on whether the true contact time x is shorter than the imaging period, i.e., xbT (b), or longer than the imaging period, i.e., xNT (c). See text for examples.
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Full model

14

foo(w) = e−δw(T − w)g(w)

fot(w) = fto(w) = e−δw
∫ ∞

x=w
g(x)dx

ftt(T ) = e−δT
∫ ∞

x=T
(x− T )g(x)dx

fos(w) = fso(w) = δe−δw(T − w)
∫ ∞

x=w
g(x)dx

fts(w) = fst(w) = δe−δw
∫ ∞

x=w
(x− w)g(x)dx

fss(w) = δ2e−δw(T − w)
∫ ∞

x=w
(x− w)g(x)dx

foo(w) + . . . + fss(w) =
∫ ∞

x=0
(T + (1 + δT )x)g(x)dx

The latter gives the total number of events one expects to observe, normalized to
the total number of contacts, N , initiated per hour.

1

The latter gives the total number of events one expects to observe, normalized 
to the total number of  contacts, N, initiated per hour.



in vivo

Miller et al. J Exp Med (2004)

25 µm

Red: T cells     Green: Dendritic cells (DC)

First test the method with our CPM

in silico (CPM)

Beltman et al. J Exp Med (2007)

Computer model (CPM) with realistic behavior
15



Validate method using CPM simulations

Split 100-h simulations into 100 parts of 1 hour
fit observed events by maximum likelihood procedure16

Figure S4. Poor fit when entry events are included in fitting procedure. The sum of
two lognormal distributions was fitted to cellular interaction data from spatial simulations using
our estimation method (1-hour observation window). We use all observed event distributions
(i.e., including the entry event distributions) for the fitting procedure. (a) The observed
distributions (types oo, ot, to, tt, os, ts, so, st and ss; see explanation in main text) are shown in
histograms, along with the maximum likelihood fit (solid lines; filled square in middle rightmost
panel). The observed contact time (w′) is on the horizontal axes. Leaving out the entry events in
the fitting procedure results in a much better fit (compare Fig. 4 in main text). (b) A comparison
of the estimated average contact duration with the true average contact duration. The latter
is calculated from the distribution of oo events in 100-hour simulations in which entry and exit
is not taken into account. Note that, because the probability of observing these events declines
with the duration of the event, to calculate the true average we assign different weights to each
event (see main text). Error bars denote 95% CIs (determined with a bootstrap analysis).

5



Ignoring all events of entering cells (t.)

gives a much better description of the in silico data

17

time. Thus, we have established a system that provides us with
artificial contact data (events) that we can apply the proposed
method to in order to predict the true contact time distribution.
At the same time, performing sufficiently long simulations of
contacts between cells in awrapped spaceallowsus to approach
the true distribution, and thus to test the validity of themethod.

Using the simulated contact data we first investigate how
strongly the entry event distributions are affected by the
relatively high probability of leaving for conjugates that have
just moved into view. Artificial contact data from representative
simulations (at one particular parameter setting for the CPM
simulations) are shown in Fig. S4a (histograms). We fitted all
observed events (i.e., including entry events) to a true distribu-

tion described by the sum of two lognormal distributions. The
resultingfit appears to be very poor formost event distributions
(compare solid lineswith histograms inFig. S4a). This is because
including the entry events in the fitting procedure leads to an
overestimate ofδ. Note that despite the poorfit, the prediction of
the average contact duration is very accurate (Fig. S4b).

When we use all observed events minus those in which
conjugatesmoved into view to perform thefitting procedure, it
is clear that the method gives much more appropriate results
thanwhen all event classes are used (Fig. 4a). Furthermore, we
are not introducing a bias by leaving out these entry events, as
confirmed using the Monte Carlo simulations (see Supporting
information). Therefore, when using the presented model to

Fig. 4. Estimating the contact duration of simulateddata. The sumof two lognormal distributionswasfitted to cellular interactiondata (excludingentryevent data) from
spatial simulations using our estimationmethod (1-hour observationwindow). (a) The observed distributions (typesoo, ot, to, tt, os and ts; see explanation in text) are
shown inhistograms, alongwith themaximumlikelihoodfit (solid lines;filled square in lower rightmost panel). Theobservedcontact time (w′) is on thehorizontal axis.
(b) The estimated fit (solid line) for the true contact time distribution plotted through a histogram of data from a 100-hour simulation, which approaches the true
distribution. The true contact time (x) is on the horizontal axis. The inset shows the fitted distribution (black line) along with fits for 50 random permutations of the
simulated data (grey lines). Note the logarithmic scale of the vertical axis. (c) The average contact duration estimated for 1000 random permutations of the simulated
data (bootstrap analysis;median of this distribution is 1.45h, and the 95%CI is 1.38–1.52 h) (d)A comparison of the estimated average contact duration (using theevent-
based approach in upper panel; using the shortcut approach in lower panel) with the true average contact duration. The latter is calculated from the distribution of oo
events in 100-hour simulations inwhich entry and exit is not taken into account. Note that, because the probability of observing these events declineswith the duration
of the event, to calculate the true average we assign different weights to each event (see main text). Error bars denote 95% CIs (determined with a bootstrap analysis).
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and a correct estimate of the contact times
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time. Thus, we have established a system that provides us with
artificial contact data (events) that we can apply the proposed
method to in order to predict the true contact time distribution.
At the same time, performing sufficiently long simulations of
contacts between cells in awrapped spaceallowsus to approach
the true distribution, and thus to test the validity of themethod.

Using the simulated contact data we first investigate how
strongly the entry event distributions are affected by the
relatively high probability of leaving for conjugates that have
just moved into view. Artificial contact data from representative
simulations (at one particular parameter setting for the CPM
simulations) are shown in Fig. S4a (histograms). We fitted all
observed events (i.e., including entry events) to a true distribu-

tion described by the sum of two lognormal distributions. The
resultingfit appears to be very poor formost event distributions
(compare solid lineswith histograms inFig. S4a). This is because
including the entry events in the fitting procedure leads to an
overestimate ofδ. Note that despite the poorfit, the prediction of
the average contact duration is very accurate (Fig. S4b).

When we use all observed events minus those in which
conjugatesmoved into view to perform thefitting procedure, it
is clear that the method gives much more appropriate results
thanwhen all event classes are used (Fig. 4a). Furthermore, we
are not introducing a bias by leaving out these entry events, as
confirmed using the Monte Carlo simulations (see Supporting
information). Therefore, when using the presented model to

Fig. 4. Estimating the contact duration of simulateddata. The sumof two lognormal distributionswasfitted to cellular interactiondata (excludingentryevent data) from
spatial simulations using our estimationmethod (1-hour observationwindow). (a) The observed distributions (typesoo, ot, to, tt, os and ts; see explanation in text) are
shown inhistograms, alongwith themaximumlikelihoodfit (solid lines;filled square in lower rightmost panel). Theobservedcontact time (w′) is on thehorizontal axis.
(b) The estimated fit (solid line) for the true contact time distribution plotted through a histogram of data from a 100-hour simulation, which approaches the true
distribution. The true contact time (x) is on the horizontal axis. The inset shows the fitted distribution (black line) along with fits for 50 random permutations of the
simulated data (grey lines). Note the logarithmic scale of the vertical axis. (c) The average contact duration estimated for 1000 random permutations of the simulated
data (bootstrap analysis;median of this distribution is 1.45h, and the 95%CI is 1.38–1.52 h) (d)A comparison of the estimated average contact duration (using theevent-
based approach in upper panel; using the shortcut approach in lower panel) with the true average contact duration. The latter is calculated from the distribution of oo
events in 100-hour simulations inwhich entry and exit is not taken into account. Note that, because the probability of observing these events declineswith the duration
of the event, to calculate the true average we assign different weights to each event (see main text). Error bars denote 95% CIs (determined with a bootstrap analysis).
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fitting the sum of two lognormals for g(x)



x̄ =
2TnC

ni + nt

Shortcut method

19

Total number of conjugates at any point in time:

where N is the number of contacts initiated per hour.

The average contact time can thus be calculated by 
dividing the (average) number of conjugates

by the number of initiation events:

nC = N

∫ ∞

x=0
xg(x)dx

 (excluding entries and exits)

time. Thus, we have established a system that provides us with
artificial contact data (events) that we can apply the proposed
method to in order to predict the true contact time distribution.
At the same time, performing sufficiently long simulations of
contacts between cells in awrapped spaceallowsus to approach
the true distribution, and thus to test the validity of themethod.

Using the simulated contact data we first investigate how
strongly the entry event distributions are affected by the
relatively high probability of leaving for conjugates that have
just moved into view. Artificial contact data from representative
simulations (at one particular parameter setting for the CPM
simulations) are shown in Fig. S4a (histograms). We fitted all
observed events (i.e., including entry events) to a true distribu-

tion described by the sum of two lognormal distributions. The
resultingfit appears to be very poor formost event distributions
(compare solid lineswith histograms inFig. S4a). This is because
including the entry events in the fitting procedure leads to an
overestimate ofδ. Note that despite the poorfit, the prediction of
the average contact duration is very accurate (Fig. S4b).

When we use all observed events minus those in which
conjugatesmoved into view to perform thefitting procedure, it
is clear that the method gives much more appropriate results
thanwhen all event classes are used (Fig. 4a). Furthermore, we
are not introducing a bias by leaving out these entry events, as
confirmed using the Monte Carlo simulations (see Supporting
information). Therefore, when using the presented model to

Fig. 4. Estimating the contact duration of simulateddata. The sumof two lognormal distributionswasfitted to cellular interactiondata (excludingentryevent data) from
spatial simulations using our estimationmethod (1-hour observationwindow). (a) The observed distributions (typesoo, ot, to, tt, os and ts; see explanation in text) are
shown inhistograms, alongwith themaximumlikelihoodfit (solid lines;filled square in lower rightmost panel). Theobservedcontact time (w′) is on thehorizontal axis.
(b) The estimated fit (solid line) for the true contact time distribution plotted through a histogram of data from a 100-hour simulation, which approaches the true
distribution. The true contact time (x) is on the horizontal axis. The inset shows the fitted distribution (black line) along with fits for 50 random permutations of the
simulated data (grey lines). Note the logarithmic scale of the vertical axis. (c) The average contact duration estimated for 1000 random permutations of the simulated
data (bootstrap analysis;median of this distribution is 1.45h, and the 95%CI is 1.38–1.52 h) (d)A comparison of the estimated average contact duration (using theevent-
based approach in upper panel; using the shortcut approach in lower panel) with the true average contact duration. The latter is calculated from the distribution of oo
events in 100-hour simulations inwhich entry and exit is not taken into account. Note that, because the probability of observing these events declineswith the duration
of the event, to calculate the true average we assign different weights to each event (see main text). Error bars denote 95% CIs (determined with a bootstrap analysis).
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Contact data from Henrickson Nat Imm 2008

Assuming either a gamma distribution for g(x) (solid line), 
a lognormal (dotted), or the sum of two lognormals (dashed), 

we estimate very similar average contact times

Fits suggest an exponential relation 
between observed and true contact time 20



But fits are of poor quality

to, ot, os and ts events have to decline with 
the observed contact duration, but do not.

21



Check data for artifacts: tissue drift

22

Observed initiation 
(a), termination (b), 
entry (c) and leaving 

(d) events, and 
number of contacts 
should be constant 

over time.

Subset of 9/33 expts 
suggest x=5h

duration of, respectively, 3.26 h (95% CI of themean 2.84–3.78),
3.27 h (95% CI of themean 2.84–3.78), and 3.28 h (95% CI of the
mean 2.31–3.78) given these three distribution types. Although
the CIs of themeanare relatively narrow, the truedistribution is
predicted to be rather broad (independent of the underlying
distributiong(x), Fig. 5a). Further, as expected fromour analysis
of artificial contact data, the estimated average contact duration
hardly depends on the chosen distribution typeg(x), i.e., is very
robust. The shortcut approach to estimate the average contact
duration (based on the number of conjugates present and on
the number of initiations and terminations observed per hour)
gives a consistent, approximately equal result of 3.42 h (95% CI
of the mean 3.00–3.99). Although the estimated average
appears robust, the observed and fitted event distributions
exhibit some clear mismatches (Fig. 5b). According to our
derivation of the event distributions, the to, ot, os, and ts
distributions should all decline with the observed contact
duration, independent of the underlying distribution g(x) (see
for instance Fig. 2d). However, this is not the case in the
experimental data.

Considering the deviations between expected and ob-
served event distributions, the average contact duration
predicted by our analysis should be viewed as a first attempt
of refining our knowledge of contact times during phase two.

To also give a first impression of how observed contact
duration translates into true contact duration in the experi-
mental data set of T–DC interactions, for each experiment in
the entire data setwe classified the data in one of four possible
categories (according to the average observed duration, 0–
15 min, 15–30 min, 30–45 min, or 45–60 min). For each
categorywe subsequently predicted the true average duration
of T–DC contacts by applying the presented method. These
averages are, respectively, 8.3 min, 46.7 min, 3.03 h, 20.41 h
(Fig. 5c). It should be noted that the latter estimate
is unreliable due to its very large 95% confidence interval
(8.38–∞ h). Indeed, this wide confidence interval includes the
time period that phase two was estimated to last in entirety
(approximately 12 h) by imaging at different time points
(Mempel et al., 2004; Miller et al., 2004a) (though this was
done atonly oneparticular antigen concentration). Again, these
estimates should be viewed only as an initial attempt to
investigate the relationship between observed and true contact
time. Nevertheless, a qualitative, important conclusion from
this analysis is that a small increase in observed average contact
time leads to a dramatic, approximately exponential, increase in
the true average contact time. This implies that there could be a
lot of variation between experiments that are currently
designated as being in “phase two”.

Fig. 6. Deviations between experimental contact data and expectation. (a–d) The frequency of observed initiation (a), termination (b), entry (c), and leaving
(d) events combined per time interval of 6 min. (e) The number of observed conjugates present at each moment of experimental time. In all panels data from
multiple experiments exhibiting phase two behaviour according to the definition by Henrickson et al. (2008) (see main text) are combined.

64 J.B. Beltman et al. / Journal of Immunological Methods 347 (2009) 54–69

initiation termination

entry leaving

contacts



23

Optimization algorithm
A numerical method for finding 
the values of a set of 
parameters such that the value 
of a function of those 
parameters is as small or large 
as possible. In a data-fitting 
procedure those parameter 
values represent the best fit.

mostly of various angle measurements can help to detect 
and correct for such artefacts (TABLE 1). Furthermore, by 
using step-based rather than cell-based analysis methods 
most biases can be avoided.

Contact time analysis

In addition to analysing immune cell migration, a fre-
quently investigated parameter is the duration of inter-
actions between immune cells (recently reviewed in 
REF. 37). Ideally, contact durations in different experi-
mental conditions are compared and correlated to func-
tional readouts of an immune response. For example, it 
was shown that the antigen dose sensed by T cells deter-
mines the duration of the phase of brief T cell–dendritic 
cell interactions, and that this correlates with T cell 
proliferation and effector function38. Unfortunately, 
contact duration, or the distribution of contact times, 
is a difficult parameter to determine because imaging is  
limited in both time and space. This means that for 
many contacts the initiation and/or the termination is 
not observed, and that the observed contact duration 
often underestimates the true duration.

Researchers usually calculate the mean or median 
of all the observed durations in an experiment, thus 
obtaining an underestimate of the true contact duration. 
Sometimes a distinction is made between contacts for 
which the exact duration is known and those for which 
it is not6,39. One strategy to try to find the true contact 
durations is to leave out those interactions for which 
the exact duration is not known5, but this introduces a 

strong bias for brief interactions20. We recently developed 
a method to estimate the true contact time distribu-
tion by deriving the theoretically expected relationship 
between true and underestimated contact time40. An 
optimization algorithm can then be used to estimate the 
true contact time distribution from the underestimated 
contact times. Alternatively, an estimate for the mean 
true contact time can be obtained by using a straight-
forward ‘shortcut’ approach that is based on the aver-
age number of conjugates present and on the number 
of initiating, as well as terminating, contacts during the 
imaging period40. We are not aware of other approaches 
to estimate the true contact time distribution directly 
from contact time data.

Most of the discussed artefacts do not affect the 
observed contact durations. However, the artefact of 
tissue drift can have a strong impact on the duration 
of observed interactions, because it leads to conjugates 
moving in and out of view. This occurs mostly in the 
z axis direction because of the thin z stack that is nor-
mally used (for example, tissue drift of tens of μm per 
hour in combination with a 40 μm z stack results in a 
large fraction of conjugates entering and exiting in  
a 1 hour experiment). In future experiments that aim to 
determine contact times, the effect of tissue drift can be 
minimized by increasing the image volume in the z axis 
direction (for examples see REFS 6 and 41) because on 
average conjugates will be further away from the bor-
ders. Imaging a more cube-like volume is therefore an 
important step to obtain reliable contact data results.

T a b l e  1  |  Potential biases and artefacts in time-lapse imaging data, and tools for correction

Artefact or bias How to detect How to correct

S w i t c h i n g  a n d  

s p l i t t i n g  o f  t r a c k s

T w o  c e l l s  i n  c l o s e  p r o x i m i t y  a r e  s u s p e c t  

( e s p e c i a l l y  w h e n  t h e  t u r n i n g  a n g l e s  o f  b o t h  

c e l l s  a r e  l a r g e ) .

M a n u a l l y  s t u d y  s u s p e c t  c a s e s  a n d  c o r r e c t  ( i n  

c a s e s  o f  d o u b t  p r e f e r  s p l i t t i n g  o v e r  s w i t c h i n g ) .

D o u b l e  t r a c k i n g C e l l  p a i r s  i n  c l o s e  p r o x i m i t y  w i t h  s i m i l a r  t r a v e l  

d i r e c t i o n s  a r e  s u s p e c t .

M a n u a l l y  s t u d y  s u s p e c t  c a s e s  a n d  c o r r e c t  w h e r e  

n e c e s s a r y .

E r r o r s  o f  t r a c k i n g  

n e a r  b o r d e r s

P l o t  t h e  a v e r a g e  a n g l e  t o  b o r d e r  p l a n e s  a s  a  

f u n c t i o n  o f  t h e  d i s t a n c e  t o  t h o s e  p l a n e s  ( v i s i b l e  

a s  l o w e r  a v e r a g e  a n g l e s  n e a r  t h e  b o r d e r s ) .

D i s c a r d  m o v e m e n t  s t e p s  c l o s e  t o  t h e  b o r d e r .

I m p r e c i s e  z 

c a l i b r a t i o n

P l o t  t h e  a v e r a g e  a n g l e  t o  b o r d e r  p l a n e s  a s  

a  f u n c t i o n  o f  t h e  d i s t a n c e  t o  t h o s e  p l a n e s  

( v i s i b l e  a s  a n  a v e r a g e  a n g l e  t h a t  i s  d i s t i n c t  

f r o m  3 2 . 7  d e g r e e s  a t  a n y  d i s t a n c e )  o r  m e a s u r e  

t h e  v e l o c i t y  p r o j e c t i o n s  i n  e a c h  d i m e n s i o n  

s e p a r a t e l y .

M u l t i p l y  e a c h  z a x i s  c o o r d i n a t e  w i t h  a  f a c t o r  s u c h  

t h a t  t h e  a v e r a g e  v e l o c i t y  p r o j e c t i o n s  i n  e a c h  

d i m e n s i o n  b e c o m e  e q u a l .

S m a l l  t i s s u e  d r i f t I f  c e l l s  t h a t  a r e  d i s t a n t  f r o m  e a c h  o t h e r  t r a v e l  

i n  s i m i l a r  d i r e c t i o n s ,  t h i s  m a y  b e  i n d i c a t i v e  

o f  t i s s u e  d r i f t .  T i s s u e  d r i f t  w i l l  a l s o  a f f e c t  t h e  

a v e r a g e  a n g l e  o f  a  c e l l  t o  t h e  b o r d e r  p l a n e s .

S u b t r a c t  t h e  a v e r a g e  d i s p l a c e m e n t  o f  s t a t i c  c e l l  

p o p u l a t i o n s  o r  t h a t  o f  ( l o w - v e l o c i t y  s t e p s )  o f  

m o t i l e  c e l l  p o p u l a t i o n s .

C e l l - b a s e d  

p a r a m e t e r s  a r e  

b i a s e d

N o t  a p p l i c a b l e . U s e  s t e p - b a s e d  c a l c u l a t i o n s  w h e n e v e r  t h e  

s c i e n t i f i c  q u e s t i o n  a l l o w s .  A s  a n  a l t e r n a t i v e  f o r  t h e  

c o n f i n e m e n t  r a t i o ,  t h e  s t r a i g h t n e s s  o f  t r a c k s  c a n  

b e  q u a n t i f i e d  b y  m e a s u r i n g  t u r n i n g  a n g l e s .  T h e  

m e a n  d i s p l a c e m e n t  p l o t  c a n  b e  c o m p l e m e n t e d  b y  

s t u d y i n g  o t h e r  m i g r a t i o n  a n g l e s .

T h e  i n i t i a t i o n  o r  

t e r m i n a t i o n  o f  

c o n t a c t s  i s  n o t  

o b s e r v e d

N o t  a p p l i c a b l e . E s t i m a t e  t h e  t r u e  c o n t a c t  t i m e  d i s t r i b u t i o n  

f r o m  t h e  o b s e r v e d  c o n t a c t  t i m e s

4 0

.  T h e  m e a n  

c o n t a c t  t i m e  c a n  a l s o  b e  e s t i m a t e d  u s i n g  a  

s t r a i g h t f o r w a r d  r u l e

4 0

.
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Conclusions
Parameter estimation is far from trivial
Observed contact times are biased by 

restricted time window and spatial area

True contact times can be estimated by 
fitting a complicated maximum likelihood 

model and/or by a simple shortcut method
All data: 3.3h (2.8-3.8), Best data: 5h (1.7-7)

Beltman et al. J Immunol Methods 2009

Test data for artifacts like tissue drift
Beltman et al. Nature Revs Immunol 2009
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Cellular Potts Model: grid

Surface energies: Hamiltonian
System minimizes its energy
ΔH determines probability of copying

H = ΣJ + λ(v-VT)2

Cells have a target volume
Matrix of adhesion coefficients J between all cell types

asynchronous Cellular Automaton
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T cells: target direction
ΔH = - µ cos(α)

Adjust target direction according to recent displacement
(also directional persistence)
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Model T cell area in LN: RT network

1 pixel = 1 µm3

 T cell: 150 µm3, DC: 2200 µm3

 torus: 100 µm x 100 µm x 100 µm
 static reticular network (rods)
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Now with Antigen: red Ag specific 
T cells, green cognate DCs

During short contacts cells increase their adhesion for 
APCs, between contacts they slowly forget this

28



29


